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Average grades in colleges and universities in the United States are markedly higher than they were several decades ago. In 1960, the average grade point average for all private and public institutions was about 2.4, or a little above a C+. By 2006, this number was about 3.0, or roughly a B, and even higher in private institutions (Rojstaczer and Healy 2010). Courses in the humanities usually have the highest grades, science and math courses have the lowest grades, and social sciences fall somewhere in the middle (Rojstaczer and Healy 2010). Since the highest available grade is usually an A , this means that grade inflation has gone hand-in-hand with compression at the top of the distribution, particularly in the humanities.

If grades are the fundamental way in which students, administrators, graduate schools, and employers receive information about an individual's absolute and relative abilities, then grade inflation and compression masks valuable information and distorts choices. Based in part on grades, students make choices about how hard to work (Babcock 2009), courses (Sabot and Wakemann-Linn 1991), majors, and careers. Administrators make choices about where to allocate academic support services, graduate schools make choices about whom to admit (Wongsurawat 2009), and employers make choices about whom to hire (Chan, Hao, and Suen 2007).

In the early 2000s, the faculty and administration at Wellesley Collegea selective, small, private, women's liberal arts college outside of Boston,
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Massachusetts-concluded that grade inflation and compression was causing a number of these problems, potentially undermining the institution's credibility and reputation. Thus, the College implemented the following policy in Fall 2004: average grades in courses at the introductory (100) level and intermediate (200) level with at least 10 students should not exceed a 3.33 , or a $\mathrm{B}+$. The rule has some latitude. If a professor feels that the students in a given section were particularly meritorious, that professor can write a letter to the administration explaining the reasons for the average grade exceeding the cap. Grades by department are reported to administrators and faculty during Academic Council meetings, the main governing body at the institution, so that peers can see if some departments are regularly violating the policy. Penalties are left to the discretion of the administration. The grading policy is detailed on the Registrar's web page, and is known to students, prospective students, and alums.

Since grading patterns at Wellesley College were similar to those across academia, only courses in high-grading departments in the humanities and social sciences (except economics) needed to change grading practices in order to comply. In this paper, we evaluate the consequences of the policy by comparing outcomes in departments that were obligated to lower their grades with outcomes in departments that were not. The policy had an immediate effect, bringing average grades down in the previously high-grading departments. Faculty complied by reducing compression at the top of the grade distribution, but there is little evidence that they increased the use of very low grades. We also examine the impact of the change in grading policy for different subgroups. For African-American students and students with low initial test scores, the gap in grade point average with other students increased in the departments where grades were reduced. There is little evidence of a change in sorting by student quality-as measured by students' initial test scores-into capped and uncapped courses. However, the number of students enrolled in courses in capped departments and the number of majors in these departments show relative declines. It also appears that students reduced their evaluations of their professors' performance in response to the change in the grading policy. The implications of these changes will be discussed in the concluding section.

## How the Cap Affected Grades

Figure 1 shows how department and program average grades deviated from the policy target in the years prior to the adoption of the 3.33 cap (in 100- and 200 -level courses with more than 10 students, from Fall 1998 to Spring 2003). At Wellesley, as at other institutions, it is largely the sciences that were low-grading and other departments that were high-grading. ${ }^{1 /}$ Average grades were below the cap

[^1]Figure 1
Pre-policy Grade Differences across Departments


Source: Authors using student-transcript-level data from Wellesley College.
Note: Figure 1 shows how department and program average grades at Wellesley deviated from the policy target in the years prior to the adoption of the 3.33 cap (in 100 - and 200 -level courses with more than 10 students, from Fall 1998 to Spring 2003).
in Astronomy, Chemistry, Biological Sciences, Quantitative Reasoning, Economics, Geology, Mathematics, and Physics. Other departments had grades above the cap, with at least three departments exceeding it by a third of a letter grade.

Figure 2 shows what happened to average grades in "treated" and "untreated" departments from Fall 1998 to Spring 2008. Grades dropped a bit in the soon-to-betreated departments in Fall 2003 when the policy was publicly debated (and so data from the academic year 2003-2004 are dropped from subsequent analyses). After the adoption of the policy, treated departments lowered their grades enough to comply.

[^2]Figure 2
Change in Grading Patterns over Time
(Fall 1998 to Spring 2008)


Source: Authors using student-transcript-level data from Wellesley College.
Notes: The two vertical lines indicate the semesters when the policy was introduced and then implemented. The horizontal line shows the 3.33 average grade that the policy used as the new standard.

There is some evidence of backsliding in treated departments: since Spring 2006, average grades in the treated departments slightly exceeded the cap. Nonetheless, by and large, the policy was effective in its basic goal of lowering average grades in high-grading departments to the agreed-upon target.

To assess the effect of the policy on academic outcomes, we use a standard difference-in-differences methodology: that is, we compare the change in outcomes in the treated departments to the change in outcomes in the untreated departments. Under the assumption that factors affecting outcomes-other than the policy change-are the same in the treated and untreated departments, the approach will estimate the effect of the grading policy on a given outcome. It is a problem for this methodology if, during this period, there are differential changes across departments affecting the outcomes of interest that are separate from the grading policy. For example, if Wellesley attracted a particularly talented group of young scientists for the Fall 2004 term, then the underlying quality of students in the different
departments would be changing at the same time as the policy, and these changes may have their own independent effect on grades and other outcomes.

Alternatively, if the policy resulted in differential sorting across departmentsperhaps because some students are more grade-sensitive than others-then there would, again, be an underlying change in the quality of students that might exacerbate the changes in outcomes across departments. ${ }^{2}$ To the extent that these potential changes in student quality across departments are observablefor example, in baseline test scores-we can control for them by estimating the following regression model:

$$
Y_{i d t}=\beta_{0}+\beta_{1} \text { PostPolicy }_{t}+\beta_{2} \text { Treated }_{d}+\beta_{3} \text { PostPolicy }_{t}{ }^{*} \text { Treated }_{d}+X_{i d t} \Gamma+\varepsilon_{i d t},
$$

where $Y$ is the outcome of interest; $i$ indexes the individual, $d$ the department, and $t$ the semester or year; PostPolicy is a dummy for Fall 2004 and beyond; and Treated is a dummy variable equal to 1 for those departments with average grades above the cap prior to the policy. The coefficient of interest is $\beta_{3}$, because it indicates whether the outcomes for students in courses in the treated departments changed differentially before and after the policy was implemented. ${ }^{3} X_{\text {idt }}$ is a vector of fixed and time-varying individual, course, and department characteristics. Standard errors are clustered at the department level.

Our main dataset is transcript-level data on student grades and courses from Fall 1998 to Spring 2008. ${ }^{4}$ Wellesley College has a diverse and high-quality student body. Over the time period, 45 percent of the students identified as white, 22.8 percent identified as Asian, 5 percent as African American/black, and 5 percent as Latina. About 10 percent of students are first-generation college students, and about 10 percent are legacy students, related to an alum of the institution. Average SAT scores are high, consistent with Wellesley's status as a highly-selective institution. Roughly one-third of the courses were taken in the humanities and languages, 40 percent in the social sciences, and 23 percent in sciences/math, with the remainder in other programs. Wellesley has distribution requirements such that all students must take 100 - and 200 -level courses in all divisions in the college

[^3]Table 1
Impact of Policy on Grades Awarded to Students

|  | $\begin{aligned} & \text { All } \\ & \text { (1) } \end{aligned}$ | All <br> (2) | $\begin{aligned} & \text { All } \\ & \text { (3) } \end{aligned}$ | Black <br> (4) | Latina <br> (5) | Lowest 5\% SATVerbal (6) | Low 5\% QR (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Treated | $\begin{aligned} & 0.341 * * * \\ & (0.026) \end{aligned}$ | $\begin{aligned} & 0.300^{* * *} \\ & (0.033) \end{aligned}$ |  |  |  |  |  |
| PostPolicy | $\begin{gathered} -0.048 * * * \\ (0.013) \end{gathered}$ | $\begin{gathered} -0.094 * * * \\ (0.014) \end{gathered}$ |  |  |  |  |  |
| PostPolicy*Treated | $\begin{gathered} -0.175^{* * *} \\ (0.020) \end{gathered}$ | $\begin{gathered} -0.172^{* * *} \\ (0.020) \end{gathered}$ | $\begin{gathered} -0.174^{* * *} \\ (0.021) \end{gathered}$ | $\begin{gathered} -0.363 * * * \\ (0.043) \end{gathered}$ | $\begin{gathered} -0.081 * * \\ (0.038) \end{gathered}$ | $\begin{gathered} -0.299 * * * \\ (0.039) \end{gathered}$ | $\begin{gathered} -0.334^{* * *} \\ (0.037) \end{gathered}$ |
| SATMath/100 |  | $\begin{aligned} & 0.0720^{* * *} \\ & (0.018) \end{aligned}$ |  |  |  |  |  |
| SATVerbal/100 |  | $\begin{aligned} & 0.036^{* * *} \\ & (0.009) \end{aligned}$ |  |  |  |  |  |
| Observations | 104,454 | 104,454 | 104,454 | 5,476 | 5,497 | 4,217 | 4,814 |
| $R^{2}$ | 0.074 | 0.136 | 0.469 | 0.501 | 0.494 | 0.497 | 0.507 |
| Demographics | No | Yes | No | No | No | No | No |
| Other controls | No | Yes | Yes | Yes | Yes | Yes | Yes |
| Department fixed effects | No | No | Yes | Yes | Yes | Yes | Yes |
| Student fixed effects | No | No | Yes | Yes | Yes | Yes | Yes |
| Semester fixed effects | No | No | Yes | Yes | Yes | Yes | Yes |

[^4](humanities, science, and social sciences), meaning that all students will have experiences in both the treated and untreated departments.

Table 1 reports the estimated coefficients for regression models in which the dependent variable is the numeric value of the course grade. The first column reports the unadjusted difference-in-differences estimate (corresponding to the results in Figure 2). The second column controls for math and verbal SAT scores. It also includes dummy variables for black, Latina, international, Asian, non-traditional-aged student, first-generation college student, and legacy student as well as other controls for class size, whether a course is humanities, social science, or science/math and an indicator variable for whether it is a 200-level course. In column 3, student, department, and semester fixed effects are added. These control
for all fixed observable and unobservable differences across students, departments, and semesters; these fixed effects absorb the Treated and PostPolicy variables, as well as fixed student characteristics like race or SAT scores. Adding these controls has little effect on the estimate of $\beta_{3}$, the key parameter. Across columns 1-3, the coefficient on PostPolicy*Treated estimates the impact of the policy on grades to be about -0.17 , or a relative drop of about a sixth of a letter grade in courses in treated departments.

Columns 4-7 report the estimated effect of the policy for various subgroups, using the same model as in column 3. The estimated drop in grades in treated departments is smaller for Latina students but much larger than average for black students (including African-Americans and foreign students who self-identify as black), those with low SAT verbal scores, and those with low Quantitative Reasoning scores. The results in columns 6 and 7 of Table 1 are very similar when black students are dropped from the sample, indicating that the results for those with low SAT verbal or low Quantitative Reasoning scores are not being driven by that group being disproportionately likely to be black. The estimated drops in grades for these groups are statistically different from the average drop at 1 percent level of significance, except for the Latina group, where the drop is statistically significant at the 5 percent level. If black students and those with low SAT verbal and Quantitative Reasoning scores have lower average outcomes than other students, and if, prior to the policy, those differences were being masked by grade compression in the treated departments, then the result is a natural outcome of the reduction in grade compression. If all students receive an $\mathrm{A}-$ or higher before the policy, and after the policy that is no longer possible, then the student who was receiving the "lowest A-" is likely to have her grades hit harder by the policy. ${ }^{5}$ Whether that is a good or bad consequence of the policy will be taken up in the conclusion.

We now turn to examining in more detail how faculty complied with the new rule. Table 2 shows a series of linear probability estimates, where the outcomes are dummy variables equal to 1 if the student got a particular grade, and zero otherwise. So, in the first column, the outcome is 1 if the student got a straight A , and zero otherwise. In column 5 , the outcome is equal to 1 if the student got a C - or below (including students who took the course "credit/non" and received no credit), and zero otherwise. Column 6 reports results for whether students withdrew or not, and column 7 for whether they elected to take the course credit/non. (The sample sizes are larger in columns 5-7 because students electing credit/non are included in the results.) The specifications control for department, semester, and student fixed effects and class size. The results are robust to the other specifications as well.

After the policy change, students were about 14 percentage points less likely to get a straight A in the treated departments. On average before the policy was

[^5]Table 2
Impact of Policy on Faculty Grading Behavior

|  | Straight A <br> (1) | $\begin{aligned} & A \text { or } A- \\ & \text { (2) } \end{aligned}$ | B+ <br> (3) | $\begin{gathered} B+, B, \text { or } \\ B- \end{gathered}$ <br> (4) | C- or below <br> (5) | Withdraw <br> (6) | Credit/ non (7) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PostPolicy*Treated | $\begin{gathered} -0.141 * * * \\ (0.022) \end{gathered}$ | $\begin{gathered} -0.184^{* * *} \\ (0.019) \end{gathered}$ | $\begin{aligned} & 0.072 * * * \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.167 * * * \\ & (0.023) \end{aligned}$ | $\begin{gathered} 0.011 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.007 \\ (0.006) \end{gathered}$ | $\begin{aligned} & 0.069 * * * \\ & (0.012) \end{aligned}$ |
| Constant | $\begin{aligned} & 0.077 * * * \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.250 * * * \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.243 * * * \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.608 * * * \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.049 * * * \\ & (0.008) \end{aligned}$ | $\begin{gathered} 0.007 \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.039 * * \\ (0.016) \end{gathered}$ |
| Observations | 104,454 | 104,454 | 104,454 | 104,454 | 116,374 | 116,374 | 116,374 |
| $R^{2}$ | 0.317 | 0.370 | 0.132 | 0.250 | 0.227 | 0.114 | 0.136 |
| Other controls | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Department fixed effects | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Student fixed effects | Yes | Yes | Yes | Yes | Yes | Yes | Yes |
| Semester fixed effects | Yes | Yes | Yes | Yes | Yes | Yes | Yes |

Source: Authors using student-transcript-level data from Wellesley College.
Notes: Other controls include class size as well as an indicator variable for 200 -level courses. C- or below includes students who took a course "credit/non" but did not pass. Samples sizes for the last three columns differ because students who did not take the course for a letter grade are included in the subsamples. Robust standard errors (clustered by department) in parentheses.
*** $p<0.01, * * p<0.05, * p<0.1$
enacted, about 29 percent of the grades in these departments were straight As, so a 14 percentage point drop is substantial. Column 2 of Table 2 indicates that students were about 18 percentage points less likely to get an A or $\mathrm{A}-$. Correspondingly, the probability of receiving a $B+$ increased by about 7 percentage points, and any type of $B$ increased by about 17 percentage points. There was essentially no change in the incidence of very low grades, C - or below, and no change in the share of students withdrawing from courses. This evidence, then, suggests that the policy alleviated the compression of grades at the very top of the distribution. There is no evidence that faculty began using very low grades for some students in order to "preserve" A grades for other students while still meeting the policy goal of a 3.33 average.

There is evidence that the difference in the probability of taking a course credit/non changed between the treated and untreated departments. The change is driven by a precipitous drop in the credit/non elections in the departments that were unaffected by the grade cap. This effect, it turns out, can be traced to a policy adopted in Spring 2003-also designed to make outcomes in courses more informative-that moved the date by which students had to declare whether they were electing to take something credit/non much earlier in the semester, often before they would have received exam results. Before this policy change, students were more likely to take courses in the low-grading departments using the credit/non option. Once students had to decide earlier, their election of credit/non dropped in the lower-grading
departments, converging to the same rates as in the higher-grading departments. The overall effect of this change would likely be to push grades down in the departments that were "untreated" by the grade cap because low performance was less likely to be masked by taking a course for credit only. Thus, the relative decline in grades in the departments that were affected by the 3.33 grade cap may be understated.

One oft-cited concern about persistent differences in grade levels across departments is that students majoring in high-grading departments are disproportionately rewarded with Latin honors. When we investigated these patterns, we found that the probability of graduating summa cum laude was not (significantly) differentially changed across departments by the policy. In order to graduate summa, a student needs a grade point average of 3.9 or above. At Wellesley, with its substantial distribution requirements, this standard means that a student needs to get nearly straight As in many different types of courses. These students are top performers across disciplines, and thus the summa students were not differentially affected by grading policies across departments and so were not differentially affected by the imposition of the grading cap.

However, the probability that a student graduated magna cum laude was notably affected by the policy. For the treated departments, about 20 percent of students received this designation in the pre-policy era; this fell to 16 percent after the policy was enacted. There was no statistically significant differential change across treated and untreated departments in the probability that a student was graduated cum laude. Presumably, many of those who would have previously received a magna designation slipped into the cum laude category, off-setting any declines from that category. These patterns are consistent with less grade compression in the upper portion of the grade distribution. ${ }^{[6]}$

## Students' Choices of Courses and Majors

Grade inflation is often blamed for distorting students' choices across fields by misinforming them about their relative strengths. Thus, we might expect that a change in grading policy would lead students to make different choices about which course to take or in which departments to major.[] How did students alter their behavior in response to the grade cap policy?

[^6]Table 3
Impact of Policy on Enrollments and Majors

|  | Enrollment <br> (1) | ln(Enrollment) <br> (2) | 300-Level Enroll (3) | $\ln \text { (300-Level }$ <br> Enroll) <br> (4) | Majors <br> (5) | $\ln (\text { Majors })$ <br> (6) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| PostPolicy*Treated | $\begin{gathered} -51.26^{* * *} \\ (10.67) \end{gathered}$ | $\begin{gathered} -0.186 * * * \\ (0.033) \end{gathered}$ | $\begin{array}{r} 0.066 \\ (4.024) \end{array}$ | $\begin{array}{r} 0.019 \\ (0.074) \end{array}$ | $\begin{aligned} & -8.406 * * * \\ & (2.891) \end{aligned}$ | $\begin{aligned} & -0.307 * * * \\ & (0.099) \end{aligned}$ |
| Constant | $\begin{gathered} 348.8^{* * *} \\ (11.93) \end{gathered}$ | $\begin{aligned} & 5.785 * * * \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 66.16^{* * *} \\ & (2.819) \end{aligned}$ | $\begin{aligned} & 3.731^{* * *} \\ & (0.105) \end{aligned}$ | $\begin{aligned} & 35.80 * * * \\ & (1.784) \end{aligned}$ | $\begin{aligned} & 3.311^{* * *} \\ & (0.077) \end{aligned}$ |
| Observations | 342 | 342 | 342 | 342 | 200 | 200 |
| $R^{2}$ | 0.890 | 0.874 | 0.919 | 0.867 | 0.929 | 0.877 |
| Department fixed effects | Yes | Yes | Yes | Yes | Yes | Yes |
| Semester fixed effects | Yes | Yes | Yes | Yes | Yes | Yes |

Source: Authors using student-transcript-level data from Wellesley College.
Notes: To avoid giving undue influence to enrollments in smaller departments, we combined smaller departments by area creating the following 19 departments (and 20 majors): Art History, English, French, Spanish, Studio Art, Other Languages, Other Humanities, Economics, History, Philosophy, Political Science, Psychology, Religion, Other Social Sciences, Biological Chemistry (major only), Biological Sciences, Chemistry, Computer Science, Mathematics, and Other Sciences. We count the number of majors using what the student had listed as her major(s) in her final semester. In columns 5 and 6 , the post-treatment period begins with the class of 2006 to account for lags in the policy's effect on the number of majors. Robust standard errors are in parentheses.
*** $p<0.01$, ** $p<0.05, * p<0.1$

Here we use department- and program-level data to examine the number of enrollments and majors. Similar to the earlier results, we use a difference-in-differences methodology to examine whether those departments that were "treated" by the policy change (because they had grades above the 3.33 grade cap) had a differential change in enrollments and majors after the policy change. Table 3 presents results for the number of students enrolled in courses and the number of majors. Wellesley has some very small departments and programs, so we combined these enrollments into groups (see note to Table 3 for details), resulting in 342 semester-by-department observations on total enrollments. In columns 1 and 2, the outcome is enrollments in 100-and 200 -level courses with at least 10 students (the courses subject to the grading policy), in either levels or logs. The results suggest a substantial decline in total enrollments for departments affected by the policy: total enrollments fell by about 51 students (levels) or by about 18.6 percent (logs) in treated departments.

As a placebo test of these results, columns 3 and 4 report whether enrollments in upper-level classes at the 300-level differed contemporaneously across treated and untreated departments. These enrollments should not have changed at this time because upper-level classes were not bound by the policy of the average grade being no higher than a B+. Since students typically take lower-level classes before moving on to upper-level classes, the policy should only affect upper-level enrollments with
a lag. Thus, if we find a statistically significant contemporaneous PostPolicy*Treated coefficient for department enrollments in upper-level classes, that would be an indication that the result for 100- and 200-level enrollments is merely picking up differential trends in enrollments across departments. However, as columns 3 and 4 show, the PostPolicy*Treated coefficients are small and statistically insignificant for upper-level enrollments.

In columns 5 and 6 , we examine whether the number of majors was affected. There are only 200 observations in these columns because we count the number of majors only among second-semester seniors. Only those graduating in 2006 or later are counted as being in the post-policy era because earlier cohorts would not have had time to change major in response to the policy. The results suggest that majors declined in the treated departments by about eight students, on average, representing a relatively large decline of about 30 percent. Which departments gained and which departments lost majors? The fraction of a graduating class majoring in economics (and to a lesser extent in the sciences) increased, and the fraction of a graduating class majoring in other social sciences fell, with the fraction remaining flat in the humanities. ${ }^{\text {. }}$

## Students' Evaluations of their Professors

Despite the fact that students' evaluations of their professors are a contentious measure of teaching effectiveness, they are a nearly universal feature of the US higher education landscape. ${ }^{9}$ Some observers contend that this system of evaluating professors has contributed to grade inflation because students' evaluations of their professors set up an implicit quid pro quo with professors offering higher student grades in exchange for higher evaluations-evaluations that are used in tenure, promotion, and merit reviews (Zangenehzadeh 1988; Pressman 2007). It is the case at Wellesley that students in courses with higher average grades also tend to have higher evaluations of the quality of their professors' instruction, but this correlation cannot be taken as evidence that higher grades yield higher evaluations since higher average grades may indicate the teacher was effective, students learned

[^7]more, and both students' grades and their evaluations of the professor reflect this. ${ }^{10}$ Here we examine what happened to student evaluations of their professors when there is an exogenous reduction in grades created by the policy.

At Wellesley, students submit evaluations electronically and their ability to see their grades in a timely fashion is tied to submitting an evaluation during a specified period. ${ }^{[1]}$ Thus, nearly 100 percent of students submit evaluations. Over the period studied, students gave their professors ratings on a four-point scale: "Strongly recommend"; "Recommend"; "Neutral"; and "Do not recommend." (There is also a qualitative component to the evaluation, but we only have access to the numeric component.) Students are generally well satisfied with their professors at Wellesley, with over 60 percent "strongly recommending" their professors (see online Appendix Table 3).

Table 4 shows the impact of the policy on student evaluations of their professors. The data are at the professor-by-course-by-semester level. Column 1 uses the average rating for the professor as dependent variable; ${ }^{[12}$ column 2 uses the percent of the students in the course that "strongly recommended" the professor as the outcome; outcomes are defined analogously for columns 3-5.

Students' evaluations of their professors fell after the policy in those departments that were affected by the grade cap. On average, students' ratings on the four-point scale fell by a statistically significant 0.11 . The percent of students "strongly recommending" their professors fell by about 5 percentage points. There were statistically significant increases in the "neutral" and "do not recommend categories." In particular, the share of student evaluations in the "do not recommend" category rose from about 5 percent to slightly over 7 percent in the treated departments. In short, the results strongly indicate that students were less pleased with their instructors when the grading policy lowered average grades.

[^8]Table 4
Impact of Policy on Student Evaluations

|  | Rating <br> (1) | \% Strongly recommend <br> (2) | \% Recommend <br> (3) | \% Neutral <br> (4) | \% Do not recommend <br> (5) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| PostPolicy*Treated | $\begin{gathered} -0.111 * * * \\ (0.030) \end{gathered}$ | $\begin{gathered} -0.050 * * * \\ (0.015) \end{gathered}$ | $\begin{gathered} 0.010 \\ (0.011) \end{gathered}$ | $\begin{aligned} & 0.018^{* * *} \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.022^{* * *} \\ & (0.007) \end{aligned}$ |
| Age (in years) | $\begin{gathered} -0.001 * * * \\ (0.003) \end{gathered}$ | $\begin{gathered} -0.005^{* * *} \\ (0.001) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.001) \end{gathered}$ | $\begin{aligned} & 0.002 * * * \\ & (0.001) \end{aligned}$ | $\begin{aligned} & 0.002 * * * \\ & (0.000) \end{aligned}$ |
| Male Faculty | $\begin{gathered} 0.024 \\ (0.029) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.018) \end{gathered}$ | $\begin{gathered} 0.001 \\ (0.009) \end{gathered}$ | $\begin{gathered} -0.008 \\ (0.006) \end{gathered}$ | $\begin{gathered} -0.004 \\ (0.004) \end{gathered}$ |
| Years Worked | $\begin{aligned} & 0.009 * * * \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.004^{*} * \\ & (0.002) \end{aligned}$ | $\begin{gathered} -0.000 \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.001 * * \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.002 * * * \\ (0.001) \end{gathered}$ |
| Non-Tenure-Track | $\begin{gathered} -0.011 \\ (0.058) \end{gathered}$ | $\begin{gathered} 0.004 \\ (0.032) \end{gathered}$ | $\begin{gathered} -0.010 \\ (0.019) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.016) \end{gathered}$ | $\begin{gathered} 0.009 \\ (0.009) \end{gathered}$ |
| Visiting Faculty | $\begin{gathered} -0.160^{* * *} \\ (0.046) \end{gathered}$ | $\begin{gathered} -0.075 * * * \\ (0.025) \end{gathered}$ | $\begin{gathered} 0.016 \\ (0.012) \end{gathered}$ | $\begin{aligned} & 0.034^{* * *} \\ & (0.010) \end{aligned}$ | $\begin{aligned} & 0.025^{* * *} \\ & (0.007) \end{aligned}$ |
| Tenured Faculty | $\begin{gathered} -0.056 \\ (0.033) \end{gathered}$ | $\begin{gathered} -0.020 \\ (0.018) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.012) \end{gathered}$ | $\begin{gathered} 0.006 \\ (0.009) \end{gathered}$ | $\begin{aligned} & 0.015^{* *} \\ & (0.006) \end{aligned}$ |
| 200 level | $\begin{aligned} & 0.069 * * * \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.032 * * * \\ & (0.012) \end{aligned}$ | $\begin{gathered} -0.009 \\ (0.007) \end{gathered}$ | $\begin{gathered} -0.010^{*} \\ (0.005) \end{gathered}$ | $\begin{gathered} -0.014^{* * *} \\ (0.003) \end{gathered}$ |
| Class size/10 | $\begin{gathered} -0.001 \\ (0.001) \end{gathered}$ | $\begin{gathered} -0.003 \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.003^{*} \\ (0.000) \end{gathered}$ | $\begin{gathered} 0.000 \\ (0.002) \end{gathered}$ | $\begin{gathered} -0.001 \\ (0.000) \end{gathered}$ |
| Pretreatment mean | 3.410 | 0.608 | 0.245 | 0.097 | 0.051 |
| Observations | 5,378 | 5,378 | 5,378 | 5,378 | 5,378 |
| $R^{2}$ | 0.145 | 0.133 | 0.132 | 0.092 | 0.108 |
| Department fixed effects | Yes | Yes | Yes | Yes | Yes |
| Semester fixed effects | Yes | Yes | Yes | Yes | Yes |

Source: Authors using anonymized professor-course-semester-level data from Wellesley College.
Notes: "Rating" is calculated on a scale of 1 through 4 using 4 for "Strongly Recommend," 3 for "Recommend" etc. Pretreatment means are shown in the table for comparison. Controls for racial/ethnic characteristics of faculty were included but not shown in the table. Column 2 uses the percent of the students in the course that "strongly recommended" the professor as the outcome; outcomes are defined analogously for columns 3-5.
*** $p<0.01,{ }^{* *} p<0.05, * p<0.1$

## Discussion and Conclusion

Grades provide information. Grade inflation, and the resulting compression of grades near the top, reduces the information content of that signal, especially when the degree of grade inflation and compression varies across departments. This distortion in information may lead to a misallocation of resources on scales small and large. On the smaller side, Wellesley (like other institutions) has tended to allocate academic support services where bigger gaps in grades are evident, because those gaps are taken to reflect gaps in learning. When the policy lowered
grades in the humanities and non-economics social sciences, gaps in grades by group appeared to be more similar across departments. If the increased gaps mean that administrators now have better information about student learning in different departments, academic support services can be targeted more efficiently to improve learning outcomes. ${ }^{13}$

On a larger scale, grades provide information to students about where their talents lie. If students interpret lower grades as an indication that they are not good at a given subject, then they may shy away from low-grading disciplines to their detriment. The results here indicate students' choices about courses and majors are sensitive to grades. Research has shown that students base decisions to take a subsequent course in a discipline more on absolute grades than relative rankings (and relative skill) in the class (Sabot and Wakeman-Linn 1991). Goldin (2013, or see discussion by Rampell 2014) points out that women's choice of major may be especially sensitive to grades; she also points out that choices about academic major can have profound consequences for future earnings. Thus, the costs of the distortion in information created by grade inflation may be disproportionately born by some groups. ${ }^{[14}$

One hope of those who advocate addressing grade inflation is that such policies might encourage more students to enter the science, technology, engineering, and mathematics fields. Although we find an effect of grades on major choice, the switching of majors appears to be more of a function of switching between types of social sciences than from humanities and social sciences to the sciences fields. It is worth noting that economics is currently the biggest major at Wellesley, with nearly 20 percent of students declaring it as (at least one of) their major(s). Of course, Wellesley's policy did not force average grades to be equal across departments, and the high-grading departments continue to have substantially higher grades; bigger changes in grades might induce bigger changes in choice of major.

Given the pressures on individual faculty members to have high student evaluations, and the pressures on departments to maintain enrollments, reducing grade inflation and compression requires action at the institutional level. Even so, devising policies is fraught with potential unintended consequences. Institutions have usually followed one of two types of policies: implementing grade targets as at Wellesley, ${ }^{15}$ or trying to give students, graduate schools, and employers more information about the content of grades. In 1996, Cornell University adopted the latter type of policy by making public the median grades in each course. As Bar, Kadiyali, and Zussman

[^9](2009) discussed in this journal, the policy accelerated grade inflation at Cornell as a higher fraction of students chose to take more leniently graded courses.

Any institution that attempts to deal with grade inflation on its own must consider the possibility of adverse consequences of this unilateral disarmament. At Wellesley College, for example, prospective students, current students, and recent alums all worry that systematically lower grades may disadvantage them relative to students at other institutions when they present their grades to those outside the college. They point to examples of web-based job application systems that will not let them proceed if their GPA is below at 3.5. The economist's answer that firms relying on poor information to hire are likely to fare poorly and to be poor employers in the long run proves remarkably uncomforting to undergraduates. These concerns lead to pressure to reverse the grade policy. If grade inflation is a systemic problem leading to inefficient allocation of resources, then colleges and universities may wish to consider acting together in response.

- We appreciate the support and feedback from administrative staff, faculty, and students at Wellesley College. We are grateful to the administration and institutional research staff for making the data available. We thank participants in seminars at Wellesley College, Rutgers University, Brandeis University, and participants in the NBER Education meetings for helpful comments. We thank Yefi Kee and Ashley Longseth for helpful research assistance. The research received support from Wellesley College, in the form of access to anonymized data on students and faculty. Administrators of Wellesley College had the right to review the manuscript before publication.
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[^1]:    ${ }^{1}$ Given that these patterns persist across institutions, it is plausible that there are inherent differences in the cost of giving lower grades across disciplines. Achen and Courant (2009) and Franz (2010) have suggested that if typical assessment mechanisms are costlier in the humanities than in the sciences-for

[^2]:    example, if it is more difficult both to see that an argument in a paper is unsupported than to see that an answer to a math problem is incorrect, and to communicate that to students-then faculty in some disciplines will have more incentive to inflate grades. Smaller classes, and the nature of the work, may make a low grade feel more personal, and thus more difficult to both give and receive, in a humanities class than in a science class. In addition, when small enrollments may lead to a program being reduced or eliminated by an institution's administration, faculty are under pressure to maintain enrollment levels, potentially by giving higher grades.

[^3]:    ${ }^{2}$ For example, work by Goldin (2013) shows that women students are less likely to major in economics than their male counterparts if they receive a low grade in introductory courses. This point will be discussed further in the conclusion, but it is worth noting here that grades remain higher in the humanities and non-economics social sciences even after the policy, and so students who were sensitive to low grades might still prefer to take courses in these disciplines.
    ${ }^{3}$ Figure 1 indicates that some departments had more change to make in order for their grades to be compliant with the new policy. We experimented with an "intensity of treatment" variable rather than the simple dichotomous "treated" variable described above, and found that the results are qualitatively similar.
    ${ }^{4}$ Summary statistics for students and courses pre- and post-policy adoption are shown in online Appendix Tables 1 and 2. There are 116,374 student-course-semester observations covering outcomes for over 8,000 students. The average numeric value for grades before the policy was about 3.5. About 8 percent of students elected to take a given course "credit/non," which means that a student had to receive a C or better in order to pass the course but her GPA is not affected by receiving a "credit." In addition, 1.3 percent of students withdrew from classes. If a student withdraws after the "drop" period but before the end of classes, she receives a "withdrawal" on her transcript, but, again, this does not affect her GPA.

[^4]:    Source: Authors using student-transcript-level data from Wellesley College.
    Notes: In columns 3 through 7, department and semester fixed effects absorb the effects of Treated and PostPolicy, and student fixed effects absorb student demographics. Black is an indicator variable set equal to 1 for African American students and for students from other countries who self-identify as black. "Demographics" include indicator variables for race/ethnicity and for non-traditional-aged students, legacy students, and first-generation college students. "Other controls" include class size and an indicator variable for 200 -level courses. Column 2 also includes indicator variables for humanities, social science, or science/math. Samples sizes for the last two columns differ because SAT Verbal scores are not available for all students and the Quantitative Reasoning test was not administered to the first set of graduating students in our sample. Robust standard errors are clustered by department.
    *** $p<0.01, * * p<0.05, * p<0.1$

[^5]:    ${ }^{5}$ Like black students, Latina students also tend to have lower grades on average than white students in the pre-policy period (even controlling for test scores), but the gaps are smaller, and Latina students and black students have a different distribution of courses. Since treatment "intensity" is different across departments (see Figure 1), the fact that Latina students occupied a different relative position in the grade distribution and have a different distribution of courses, may explain why their grades were less affected by the policy change.

[^6]:    ${ }^{6}$ Details of these calculations are available from the authors. In addition, there was no relative change across treated and untreated departments in the probability of Phi Beta Kappa designation after the policy. Phi Beta Kappa is restricted to no more than 12 percent of a graduating class and is selected by a committee; the fact that there was no change suggests that the committee was implicitly taking into account that it was harder to reach a certain grade point average in some departments than others.
    ${ }^{7}$ One might also expect differential choices to lead to differential sorting across courses by student type. We investigated this by using initial test scores (for example, lowest 5 percent among Wellesley students on SAT verbal scores and lowest 5 percent on Quantitative Reasoning scores) as the outcome variable, and asking whether scores among students electing to take courses in treated and untreated departments changed after the policy. There was no statistically significant relative change in initial test scores. These results are available in Table 4 of the online Appendix available with this paper at http://e-jep.org.

[^7]:    ${ }^{8}$ For additional evidence of this, see Figure 1 in the online Appendix available with this paper at http://e-jep.org.
    ${ }^{9}$ Recent research that relies on random assignment to classes tends to support how difficult it is to assess teaching effectiveness. Braga, Paccagnella, and Pellizzari (2011) and Carrell and West (2010) use the fact that students are randomly assigned to classes, and develop measures of teachers' effectiveness based on students' performance in subsequent classes. Carrell and West (2010) find that students whose professors' teaching efforts yielded higher grades on a common exam tended to do less well in subsequent courses, suggesting that "teaching to the test" resulted in worse learning outcomes later. Braga et al. (2011) find that students who evaluated their professors more highly in their randomly assigned compulsory courses tended to have worse outcomes in subsequent courses. Love and Kotchen (2010) develop a theoretical model that shows how grade inflation distorts behavior for both faculty and students, and how both more emphasis on research productivity and on student course evaluations in promotion decisions can reduce teaching effort.

[^8]:    ${ }^{10}$ In the online Appendix available with this paper at http://e-jep.org, online Appendix Table 5 presents more detailed findings on students' ratings of their professors at Wellesley in the pre-policy era. For example, holding various observable characteristics constant, visiting faculty receive lower student ratings; male and female faculty are rated without significant difference, professors with more experience at Wellesley receive higher teaching evaluations (which is not surprising since one does not get the opportunity to continue working at Wellesley if evaluations are poor); and students rate professors more highly in $200-$-level courses than in 100 -level courses (again, unsurprising because generally speaking students have more choice over their 200 -level courses). Students in general give higher scores to their professors in the humanities than they do in the sciences and the social sciences. Courses that have more withdrawals, and more students electing the credit/non option, have worse evaluations of the professors. Higher average course grade point average is associated with better professor evaluations.
    ${ }^{11}$ The privacy of these responses is taken very seriously, and a student's evaluation cannot be linked to the individual's academic record.
    ${ }^{12}$ In Wellesley's evaluation metric a " 1 " is the best score, but we have flipped the scoring system in column 1 because it is more intuitive that a negative coefficient indicates a lower rating.

[^9]:    ${ }^{13}$ If the new bigger gaps between groups within treated departments reflect an adverse reaction to increased pressure over grades-as the literature on stereotype threat might suggest-then the interpretation of the bigger gaps post-policy is quite different, and less sanguine.
    ${ }^{14}$ Although this comment suggests that the responses to the grading policy that we find at Wellesley, a women's college, may be larger than they would be in other settings, the broader point holds: students who are sensitive to grades in their choice of academic major will distort their choices if there is differential grade inflation and compression across disciplines.
    ${ }^{15}$ Princeton University also has a targeting policy, which is that no more than 35 percent of grades in a department should be an A.

